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Push: The technological enablers of CPS

CPS

Computers (1949)

Real-time computation (1973)

Analog control (1927-1947) 

Digital control (1960)

Computer networks (1969)

Cell phones (1973)
WiFi (1985-91)

Sensor networks (1998)

ALOHA (1970)
Ethernet (1973)
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From real-time and hybrid systems

Computers were developed for computation (1949)

Real-time computation (1973) Hybrid systems (1990s)

Around 2006
“Instigators”: Gill, Krogh, K, 
Lee, Midkiff, Mok, Rajkumar, 
Sastry, Sha, Shin, Stankovic, 

Sztipanovits, …

Cyber-physical systems
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The third generation of control systems
◆  First generation: Analog Control

–  Technology: Feedback amplifiers
–  Theory: Frequency domain analysis 

             Evans, Nyquist, Bode  

◆  Second generation: Digital Control
–  Technology: Digital computers
–  Theory: State-space design
–  Real-Time Scheduling

◆  Third generation: Networked Control
•  Embedded computers
•  Wireless and wireline networks
•  Software

◆  Platform revolution

       Foundation of system theory
•  Linear systems
•  Nonlinear systems
•  Estimation
•  Optimal control
•  System identification
•  Adaptive control
•  Robust control
•  Discrete event systems
•  Hybrid systems

•  Bouquet of books
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From communicating to sensing to acting

Wireless networks 

Networked 
Embedded 

Control 

Sensor 
Networks 

Convergence of 
communication, 

computation and control

Cellular systems
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Re-convergence of control, 
communication and computation

◆  1950 — 2000 and continuing
–  Computation: ENIAC (1946), von Neumann (1944), Turing,..
–  Sensing and inference: Fisher, Wiener (1949),…
–  Actuation/Control: Bode, Kalman (1960),…
–  Communication: Shannon (1948), Nyquist,…
–  Signal Processing: FFT, Cooley-Tukey (1965),…

◆  2000 — onwards: Age of system building
-  Nodes that can communicate, control, compute
-  Larger grand re-unification of control, communication and computation
-  Pedagogical challenges: Knowledge of all these fields may be important
-  Undergraduate education? Graduate education?
-  Research challenges

“…the era of cyberspace and the Internet, with its emphasis on the computer as a 
communications device and as a vehicle for human interaction connects to a longer 
history of control systems that generated computers as networked communications 
devices.” 
− D. Mindell in “Feedback, Control and  Computing before Cybernetics,” 2002
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The Pull: System building era of 21st 
century

◆  Satisfying greater demand for infrastructure and 
services with resource constraints
–  Transportation systems
–  Energy systems
–  Medical systems
–  Water systems

◆  Ongoing resource-aware system building era of 
the 21st century

◆  CPS with sensing, communication, computation, 
actuation needs to play a key role
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◆  May 2012: Special 13th issue
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Platform and system building revolution 
◆  Mechanisms

–  How to implement?
◆  Policies

–  What to implement?

u  Confluence
–   Hybrid

–  Discrete and continuous
–   Protocol and algorithm 

u  How can we guarantee that systems will perform correctly and 
be safe?

u  Ultimate goals: Correctness, safety, reliability

What 
performance 
guarantees
can be 
provided?
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The importance of time
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Real-time scheduling: 
(Liu and Layland `73)

◆  N tasks
–  Jobs of Task n arrive with period τn
–  Deadline is end of period
–  Worst case execution time cn

◆  Rate monotone scheduling: Priority to smallest period task

◆  All deadlines met if                                  (→ ln 2 = 0.69 as N→∞)

τnτn τn

completed completed

deadline 
miss

cn cn

cn
τ nn=1

N

∑ ≤ N (21/N −1)
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What kind of guarantees can be provided 
over an unreliable medium like wireless?


In-­‐Vehicle	
  Networks	
  

Wire harnesses are:
Costly (>$1000.00)
Complex (>4,000 parts)
Heavy (>40kg)
Warranty issues (>65 IPTV)

Replace	
  wires	
  by	
  an	
  access	
  point
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With I-Hong Hou  
 
 
 
 
 
 
 
 
 
 
 

and Vivek Borkar

Packets with deadlines
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Provable Guarantees for Hybrid 
Systems
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Autonomous ground traffic systems
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Challenge of provable safety of 
algorithms for large systems

◆  Hybrid systems
–  Interaction between the continuous world of Newtonian 

dynamics and logical world of computers?
◆  How to integrate decisions made in continuous and 

discrete domains? 
◆  Traditional hybrid systems is for finite number of states

–  Many models undecidable or doubly exponential complecity
◆  We need theories for infinite numbers of dynamic 

systems, each with uncountable numbers of states
◆  Combining distributed and centralized systems

–  How to augment distributed optimization with coordination 
rules that guarantee system-wide safety and liveness?
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The architecture of the system and 
theoretical challenges

19

Inter-Vehicle
Coordination

Intersection Crossing 
Algorithm

Vehicle-Intersection 
Coordination

MPC for Autonomous 
Driving

◆  How to go from finite time (MPC) to infinite time?
◆  How to handle dynamic oredrings? 
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20/47

CPS Lab Vision Sensors

Automatic Control

Wireless Ad Hoc Network

Planning and Scheduling

(Baliga, 
Graham, 
Huang  
& K ‘02)
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Application Layer

Abstraction layers

Trajectory  Planner
Kalman  

Filter
Deadlock  
Avoidance Set Point 

Generator
Discrete  

Event 
Scheduler

Image Processing

Network Layer

Transport Layer

System Layer

PHY/MAC Layer

(Baliga, Graham & K ‘04)

◆  Middleware manages the Components

Discrete Event 

Scheduler

Kalman filter

Trajectory  Planner

Car

controller

Model Predictive  Controller

Set Point Generation

Image Processing

Control Law Optimization

Components
Real-time  
Middleware
TCP

DBF

Modulation
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(Graham, Baliga & K ‘09) (Kim & K ‘08)

KERNEL

MESSENGER SCHEDULER

JOB PLACEMENT RULE
SERVICE

SHELL

FAULT MANAGER

SEMANTIC
FAULT

DETECTOR
FAULT

HANDLERS
REPLICA

COMPONENT COMPONENT

APPLICATION
SERVICESSTATE ESTIMATOR

TEMPORAL FAULT 
MANAGER SERVICE

NETWORK
 TIME

SERVICE

NETWORK 
MESSENGER

SERVICE

PROFILE 
REGISTRY
SERVICE

INTERACTION FAULT
DETECTOR SERVICE

EXPEDITED STATE UPDATE
SCHEDULING SERVICE

CPU RESOURCE MANAGER
SERVICE

NOTIFIER
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Collision avoidance

http://decision.csl.uiuc.edu/~testbed/videos/CollisionAvoidance.mpg

(Schuetz, Robinson & K ’05)
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Provably correct behavior
◆  Theorem

–  Directed graph model of road network
•  Each bin has in-degree 1 or out-degree 1
•  System has no occupied cycles initially

http://decision.csl.uiuc.edu/~testbed/videos/city_7cars.mpg
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–  Then cars can be operated
•  Without collisions (Safety) or
•  Gridlocks (Deadlock) 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Thank you
INV ITED
P A P E R

Cyber–Physical Systems: A
Perspective at the Centennial
This paper surveys cyber–physical systems and the potential benefits of the
convergence of computing, communications, and control technologies
for developing next-generation engineered systems.

By Kyoung-Dae Kim and P. R. Kumar, Fellow IEEE

ABSTRACT | Cyber–physical systems (CPSs) are the next

generation of engineered systems in which computing, com-

munication, and control technologies are tightly integrated.

Research on CPSs is fundamentally important for engineered

systems in many important application domains such as

transportation, energy, and medical systems. We overview

CPS research from both a historical point of view in terms of

technologies developed for early generations of control

systems, as well as recent results on CPSs in many relevant

research domains such as networked control, hybrid systems,

real-time computing, real-time networking, wireless sensor

networks, security, and model-driven development. We outline

the potential for CPSs in many societally important application

domains.

KEYWORDS | Cyber–physical systems (CPSs); hybrid systems;

model-driven development; networked control systems; real-

time systems; security; verification and validation; wireless

sensor networks

I . INTRODUCTION

The engineering research field of cyber–physical systems
(CPSs) has drawn a great deal of attention from academia,
industry, and the government due to its potential benefits
to society, economy, and the environment [1]. As a whole,
CPSs refer to the next generation of engineered systems

that require tight integration of computing, communica-
tion, and control technologies to achieve stability, per-
formance, reliability, robustness, and efficiency in dealing
with physical systems of many application domains [2].

Even though the specific context of problems and
challenges of today’s CPSs is different from those in the
past, the basic goal of developing control systems through
integration of technologies from computing and commu-
nication has roots that go back nearly a century. For
example, at the time of World War II, the development of
automatic antiaircraft guns was one of the most important
and challenging problems that required tight integration of
technologies from the mechanical, electrical, electronics,
and communication fields [3], [4]. In a much broader
sense, we may also interpret CPSs as physical systems
controlled or manipulated in a principled manner through
engineering technologies. With such an interpretation, the
history of CPSs can easily be traced back to the Industrial
Revolution sparked by the development of the steam
engine governor in the 18th century. Hence, we can view
and understand the emergence of today’s CPSs as a
continuation of technological evolution that started from
the early uses of feedback control technologies.

Over the last several decades, the advancements in
computing and communication technologies have been so
significant that we now refer to them as having collectively
given rise to an information technology (IT) revolution. In
fact, every aspect of today’s individual, social, industrial,
and economic activities are highly dependent on such
cyber–system technologies. In particular, the Internet has
changed the way we interact and communicate with each
other and also how we create, distribute, and consume
information. Continuing this trend, the advent of ubiqui-
tous embedded computing, sensing, and wireless network-
ing technologies are becoming the key enabling technologies
for how we interact, control, and build physical engineered
systems such as automobiles, aircrafts, power grids,
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