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•  Australia’s National Centre of Excellence in 
Information and Communication Technology 

•  Five Research Labs: 
–  ATP: Australian Technology Park, Sydney 
–  NRL: UNSW, Sydney 
–  CRL: Canberra 
–  VRL: Melbourne 
–  QRL: Brisbane 

•  700 staff including 300 PhD students 
•  Budget: ~$90m/y from Fed/State Gov and industry  
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•  The personal information collected from the 
sensors, and use of mobile devices 
•  Provision of personalised services to the users  

•  Personalisation comes at a cost to user’s 
security and privacy   

 

My favourite TV shows 

Shoes I might buy 
My Marital status 
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•  How to safe guard the security and privacy of 
the users, whilst still providing the full benefits of 
personalized services 
1.  Provide information to users to make them informed 

decisions :utility vs. loss of security/privacy 
2.  Have tools to detect fraudulent apps 
3.  Methods of extracting information whilst guaranteeing security 

and privacy: privacy preserving analytics 
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Apps 

GPS Location 

Installed Apps 

Device IDs 

Bowser History 

Data Sources “Trackers” 
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•  It is possible to identify user traits very easily 
•  A single snapshot of apps installed on a 

smartphone! 
•  Apptronomy  

–  Upon installation, lists and uploads the user installed apps to a 
server  

–  Generates a random ID for that installation instance 
•  Group of volunteers and users through Amazon Mechanical 

Turk 
–  User traits through a brief questionnaire 

•  Crawled two popular social app discovery sites: Appbrain and 
Appaware 

 
Table 1: Apptronomy dataset

User trait Number of users
Country
(Origin and Residence) 194
Language
(Non-English mother tongue) 48
Is single? 195
Religion
(Christianity, Islam, Hinduism,
Buddhism)

79

Is a parent?
(Of a child aged under 10) 229

Evaluation of our user trait classifiers requires data
from smartphone users, in particular the list of apps,
installed by a user and the ground truth of the users
traits of our interest. To this end, we collected a
dataset of lists of apps and the ground truth user traits
of the corresponding users using an Android applica-
tion, Apptronomy [22] as discussed below.

III.A. Apptronomy dataset

Apptronomy is an Android application which upon in-
stallation, lists and uploads the user installed apps to
a server and generates a random ID for that installa-
tion instance. We distributed Apptronomy among a
group of volunteers and users recruited through Ama-
zon Mechanical Turk [1]. From these participants, we
collected basic user traits through a brief question-
naire. The questionnaire had 19 questions such as
gender, age group, relationship status, language etc.
and users responded with the random ID generated by
Apptronomy. Out of the 369 users who installed App-
tronomy, 231 users answered the questionnaire. Some
of the users did not answer some of the questions. For
each trait we predict, we only considered those users
for whom we have the corresponding ground truth
traits from the survey (Table 1).

III.B. Crawled datasets

We wanted to check whether our dataset was repre-
sentative enough to represent smartphone users. Thus,
we crawled two popular Social App Discovery sites
Appbrain [6] and Appaware [5] where users publicly
share installed app lists. These web sites act as alter-
native app market places for Android and allow differ-
ent methods of managing apps on user’s smartphone.
One such option is to publicly share the installed apps
so that new apps can be discovered through friends.

Table 2 provides the summary of the three datasets
and we do a basic characterization of the datasets in
the proceeding sub section.

Table 2: Summary of the datasets

Appbrain Appaware Apptronomy
# of users 8653 841 369
# of apps 85770 24254 6341

# of installations 705004 94024 15710
Average # of apps/user 81 112 43
Median # of apps/user 51 75 34

III.C. Basic characteristics

Figure 2 shows the cumulative distribution function
(CDF), of the number of apps per user for each
dataset. As can be seen more than 50% of the users
had more than 20 apps installed. There is a sig-
nificant difference of the number of apps between
the two crawled datasets and the Apptronomy dataset.
We attribute this to the difference of the users in the
datasets. Users who use alternative app markets and
share their app lists online can be considered as more
active smartphone users, who potentially can have
higher number of apps compared to ordinary users.
On the other hand average number of apps in the App-
tronomy dataset is 43 and it corroborates what was re-
ported in a Nielsen report [2], that in 2012 an average
US smartphone user had around 41 apps.

A noticeable difference is observed between App-
brain and Appaware in terms of number of apps. One
possible reason for the difference between Appbrain
and Appaware data is the length of time they have
been in operation: Appbrain site was launched in
2010, and the Appaware site was launched in 2012.
The older the site, the higher the possibility of hav-
ing app lists which were not synched for a long period
of time. Furthermore, the users of the new site could
possibly be more app-savvy.

Figure 2: Number of apps per user

For each app in the three datasets, we queried
Google Play Store and found the assigned app cate-
gory. For the apps not found in Google Play Store we
queried alternative app markets to obtain the category.
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•  Installed apps in smartphones can infer user traits 

number of users actually having the trait i from the
predicted users. Let Pi be the number of users having
trait i in the Apptronomy dataset.

Precisioni =
Mi

Ni
Recalli =

Mi

Pi

For user trait country, some users had two values
when the country or residence is different from coun-
try of origin. For this case we represent each user
twice for the two countries. For this case Ni, Mi and
Pi represent the number of tuples than the number of
users where some users having two tuples. We report
the aggregated result of four sub categories for reli-
gion trait than the individual results.

V.B. Results

Table 4 summarizes the performance of classifiers on
the Apptronomy dataset. For the user traits language,
country and religion we could achieve over 85% preci-
sion and over 20% recall at least in one of the thresh-
old conditions. We could identify 10% of the users
who revealed their relationship status as single at a
100% precision when we select the threshold criterion
to two or more. User trait ‘is a parent’ had the lowest
performance with 100% precision only for a 5% of
recall.

When the number of app requirement is increased
the precision goes up while the recall goes down for
most of the cases. This is intuitive as more the num-
ber of apps matching to a user trait, more will be the
probability of user actually having that trait. How-
ever, the amount of change in precision and recall ac-
cording to the threshold number of apps differs signif-
icantly. For example, for language when the thresh-
old is moved from 1 to 2, precision increases by 24%
while recall decreases by only 8%. This is because if
someone speaks another language than English, he or
she is more likely to have more than one app of that
language. Thus recall decreases less. On the other
hand, a user can have some non-English apps depend-
ing on the manufacturer of the phone or from where
it was bought. These apps may falsely identify the
user as a speaker of that language. We removed such
apps by compiling a list of pre-installed apps as de-
scribed above. However this list is not exhaustive as
it is not practical to cover all manufactures and op-
erators. Further the language detection API may not
be perfect and it may misclassify given text to wrong
languages. As a result, for the user trait language, a
decision threshold of greater than 1 performs better as
it eliminates these false positives.

In contrast, for religion recall drops drastically by
19% when threshold criterion is changed from 1 to 2

Table 4: Performance evaluation

Precision Recall
>0 > 1 > 2 >0 > 1 > 2

Language 62% 86% 82% 33% 25% 19%
Country
Top-25 97% 100% 100% 17% 8% 5%
Top-50 98% 96% 94% 29% 12% 7%
Top-75 40% 63% 68% 37% 15% 9%

Religion 90% 100% 100% 24% 5% 3%
Is single? 70% 100% 100% 26% 10% 2%

Is a parent? 53% 78% 100% 26% 10% 7%

at an improvement of 10% of precision. This is be-
cause many users have only one app related to their
religion and if that is ignored there is no way of figur-
ing out the religion.

The low performance of the user trait ‘is a parent’ is
because there are apps in the market which are tagged
as kids games but also popular among the adults. Such
games are difficult to identify by reading the text de-
scription and even the reviews.

VI. Discussion

In this paper we demonstrated how five basic user
traits can be inferred by observing only a single snap-
shot of the installed apps of a user. There are a number
of implications both positive and possibly negative of
the inferences that can be made from a user’s installed
app list.

The predictions can be used in applications such
as micro-targeted advertising, UI personalization and
recommendations of various kinds where a user pro-
file is required. Thus the knowledge of the installed
app list can be seen as means of instantly building
a user profile compared to user tracking techniques
which can be expensive, time consuming and per-
ceived as being intrusive as those try to monitor user
activities across web sites or apps through the use of
cookies or unique device identifiers. On the other
hand it can be used in conjunction with tracking to ad-
dress the cold-start problem in tracking based systems
where an accurate user profile can not be built until
sufficient amount of data is collected over a period of
time. Furthermore, our methodology can be readily
extended to a range of other user traits by manually
identifying a limited number of related apps from the
market. Some examples of such user traits are listed
in Table 5.

Our classification method is effective when users
have a diverse set of apps installed. For users with
only the pre-installed apps and a very limited number
of popular apps, our technique is less effective. This

•  Trained SVM classifiers  
–  app description as the input and predict whether the given 

app is relevant to that particular trait 

S. Seneviratne, A. Seneviratne,. Mahanti, P. Mohapatra. “Your Apps Are What You Are: User Traits 
Through Installed Smartphone Apps” ACM SIGMOBILE Mobile Computing and Communications Review 
18 (3), 55-61, 2015. 
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•  A few know a lot 
•  Identified the top-100 free and  paid apps  from four 

countries representing four geographical regions 
–  275 unique free and 234 unique paid apps 

•  For all the apps found in users’ app downloaded the APK 
files - 3,605 

–  Two analysis tools to identify the embedded trackers and 
the API calls executed by the trackers 

–  Permissions are abstract and may not necessarily 
represent the full implications 



NICTA Copyright 2013 From imagination to impact 10 

Top trackers in free and paid apps
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User apps
Installed apps - - - - - 3 - - - 3 - - - - - - - - - - - -
Running apps - - - - - - - 3 - - - - - - - - - - 3 - - -
Location 3 3 - 3 - 3 3 - - 3 - - 3 3 - - - - - - - -
Calendar Entries - - - - - 3 - - - 3 - - - - - - - - - - - -
Unique IDs
Android ID 3 3 3 3 - 3 3 - 3 3 3 3 3 3 3 3 3 3 - - - 3

WiFi MAC Address - - 3 - - 3 - - 3 - 3 - - 3 - - 3 3 - - - -
IMEI - 3 - 3 - 3 - - 3 - 3 - 3 - - - 3 - - - - -
Device Info.
OS Build Info. 3 3 3 3 3 3 3 - 3 3 3 3 3 3 3 3 3 - 3 3 - 3

Phone Info. 3 3 3 - - - - - 3 - - - - 3 - 3 3 - - 3 - 3

Network Info.
Connectivity Info 3 3 3 3 3 3 3 - 3 3 3 - - 3 3 - 3 3 - 3 - -
Connectivity State - - - - 3 3 - - - 3 - - - - - - - - - - - -
WiFi Scan - - - - - - - - - 3 - - - - - - - - - - - -
Operator Info. 3 - 3 3 - 3 3 3 3 3 3 - 3 3 - - - - - 3 - -
SIM Provider Info. - - 3 - - - 3 - 3 3 - - 3 - - - - - - - - -
Contacts - - - - - - - - - - - - - - - - - - 3 - - -
Query emails - - - - - - - - - - - - - - - - - - 3 - - -
Reads Logcat - - - - - - - 3 - 3 - - - - - - - - - - - -

Table 4: Data accessed by trackers

(a) Trackers per User (b) Trackers vs. Apps

Figure 3: User tracker connectivity

installed by the user. It can be seen that the number of
connected trackers is increased significantly with the num-
ber of apps up to approximately 50 apps, and after that the
number of exposed trackers is increased at a lower rate.

6.2 Tracker Penetration
Table 5 shows the top trackers, which had a presence

among at least 50% of the users. It shows that in addition
to Google trackers, over 80% users are connected to other
trackers such as Flurry, Millennial Media, Crashlytics, and
MoPub.

Trackers can collect more data about the user when they
are present in more than one app among the apps user has
installed as the rate of receiving data samples increases. In
Figure 4 we show the percentage of users giving access to
a tracker via more than one app. For example, out of 326
users who had at least one app connected to Google Ads,
approximately 78% had more than five apps connected to
Google Ads. Corresponding value for Flurry was 55%. This
analysis shows top-trackers cover a significant fraction of
users across multiple apps and thus receive much richer data
about the users.

In Figure 5 we show how an example user from our dataset

Table 5: Trackers who had presence among at least 50% of
the users

Tracker Frequency (Percentage)

Google Ads 326 (96%)
Flurry 307 (91%)

Google Analytics 295 (87%)
Millennial Media 290 (86%)

Crashlytics 287 (85%)
Mopub 274 (81%)
Inmobi 267 (79%)

Hockeyapp 240 (71%)
Comscore 238 (70%)
Crittercism 230 (68%)
Admarvel 201 (59%)
Tapjoy 185 (55%)

Appsflyer 177 (52%)
Chartboost 173 (51%)
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Figure 4: User percentage with more than one app connected
to a tracker

who is having only 11 apps, is exposed to 26 di↵erent track-
ers and how personal information is flowed towards the track-

S. Seneviratne,H. Kolumunna  A. Seneviratne,“A Measurement Study on Tracking in Paid Mobile 
Applications” NICTA Technical Report 2015-8, February, 2015 
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Crashlytics Nexage 
Yozio 

Kochava 

Comscore 

Nativex 

Mobileaptracker 

Google Ads 

Appsflyer 

Mopub 

mDotm 

GreyStripe 
Millennial Media 

Tapjoy 
Hockeyapp 

Trialpay 

ThreatMetrix 

Chartboost 

Flurry 

Google Analytics 

InMobi 

Adjust 

Crittercism 

Vungle 

Bugsense 

Jibro 

Pintrest Pet Rescue 
 Saga 

SongPop 

MapQuest 

Despicable 
 Me 

Avast Mobile 
 Security 

Draw Something  
Free 

Candy Crush  
Saga 

Subway  
Surf 

Tango 

Gmail 

Trackers Apps Personal Information 

Location 

Installed Apps 

Android ID 

Calendar 

11 apps exposed 26 trackers !! 
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User 

GPS Location 

Installed Apps 

Device IDs 

Bowser History 

Data Sources Trackers 

Rate applications  (Privacy 
leakage, Problematic apps) 

Analyze the data collected & 
Quantify privacy leakages and 
Fraudulent Apps  
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For aggregator i, let 

ΛT = (λ1 λ2 ….λp), the accuracy vector for 
user trait p and 
UT = (u1 u2 ….up), the vector 
representing users willingness to share 
trait p 
 
 “Privacy level” w.r.t aggregator i, 

Then “Overall Privacy Level”  

Objective: Maximize P, subject to 
 
Ai in {Ai,I ;  Ac1,i ; …….. ; Acj,i}, i=1:K 
where 
 
-  K is the number of apps 
-  Ai,i is the original application and Acj,i 
s are the apps providing a similar 
function to the original. 

 
P = g(Χ1 … ΧD) 

 
Where D is the number of aggregators 
and g is the weighted mean function. 

  
Χi=ƒ(ΛT,UT) Solved using “Steepest Ascent Hill Climbing” 
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below optimization problem.

maximize
A1,....,AJ

G(A1, ..., AJ

) subject to A

j

2 {A{j, cj}}

Here A

j,cj is the set of similar applications to A

j

of size
c

j

.
This is done by using an variant of the steepest ascent

hill climbing algorithm. The details of this algorithm
used to generate the alternative apps recommendations
is given below.

Data:
Initial set  {A1, A2, ..., AK

}
Similar app sets  {{A1,c1}, {A2,c2}, ..., {AK,cK}}
Result:
Optimized G

o

Optimized set  {A1, A2, ..., AJ

}
Initialization;
Calculate initial G

i

;
for k = 1 to k = K do

Optimized set Initial set;
G

o

 G

i

;
for j = 1 to j = c

j

do

Current set  {A1, A2, ..., AK

} where A

k

replaced by A

j

;
Current G, G

c

 G(Current Set);
if G

c

� G

o

then

G

i

 G

c

;
Initial set Current set;

end

end

end

Return

G

o

Optimized set;

Algorithm 1: Steepest ascent hill climbing algorithm
for optimizing global privacy level of a user

5. PRELIMINARY RESULTS
We tested the PrivMetrics framework on a dataset

collected from smartphone users which is used in our
previous work [10]. The dataset contained lists of apps
installed by 339 Android smartphone users and for each
app we crawled the Google Play Store and identified
similar apps using the similar apps feature available in
the store. For each app we selected the first 3 similar
apps recommended by Google as the possible replace-
ments. We downloaded the apk files from Google Play
Store for these apps and the remaining analysis is based
on 2072 apps we have downloaded at the time of submis-
sion. For each app, we identified data sources it accesses
and the embedded tracking companies by decompiling
the apk files.

We applied our algorithm to optimize the global pri-
vacy level of each user. Figure 4 shows the CDF of the
percentage improvement we were able to achieve. As
can be seen for 50% of the users, we were able to achieve
more than a 20% increase and a further 20% of the users
we were able to achieve more than a 50% increase. Fig-
ure 5 shows an example scenario. For this particular
scenario, PrivMetrics proposed the user to replace Air-
Droid with Android device manager (both are android
device manager apps) and Twitter with Twittercaster
(an unofficial Twitter client) that led to an improve-
ment of 10% in the overall privacy level.
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1) Mr.Number 

2) AirDroid 

3) Apptronomy 

4) Twitter 
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 83% 
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AirDroid Android Device  
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1) Mr.Number 

2) Android Device  

Manager 

3) Apptronomy 

4) Twittercaster 

5) Mozilla 

Twitter Twittercaster 

Global privacy level 
 93% 

Figure 5: Example user

6. CONCLUSION AND FUTURE WORK
With the increase in the availability of third party

apps, and the domination of the market by a few track-
ing companies, there is a steady erosion of user privacy.
Therefore, it is necessary to develop methods that will
provide user more control. PrivMetrics provides such a
framework. The potential of PrivMetrics was demon-
strated, using a real dataset and some simpliflified as-
sumptions. Despite these simplified assumptions, the
results are very encouraging and shows the viability of
the PrivMetrics framework. We intend to improve the
framework by addressing the following issues.
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•  How to safe guard the security and privacy of 
the users, whilst still providing the full benefits of 
personalized services 
1.  Provide information to users to make them informed 

decisions :utility vs. loss of security/privacy 
2.  Have tools to detect fraudulent apps 
3.  Methods of extracting information whilst guaranteeing security 

and privacy: privacy preserving analytics 

 



NICTA Copyright 2015 Reliable, Efficient and Secure Networked Systems 

 

•  State-of-the-art mobile malware detection is only 
reactive! 

•  (based on Known malware DBs, Signature Comparison, 
User feedback) 

•  Early detection can reduce further damage 
•  Challenges 

•  Limited amount of data (No user reviews or ratings) 
•  Predictions need to be precise (Legitimate apps must not be 

penalized) 
•  Ability to quickly analyze a large number of apps (Fast 

approval for developers) 

Angry Birds Angry Purrs! 
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•  Discover 
–  Functionally similar apps 
–  Other apps by the same developer 

•  Metadata such as app name, app description, and 
app category for all the apps 

18 

ences between spam and non-spam apps and indicate
which features are more discriminative.

• We build an Adaptive Boost classifier for early detec-
tion of spam apps and show that our classifier can
achieve an accuracy over 95% at a precision between
85%–95% and a recall between 38%–98% (Section 6).

• We applied our classifier to over 180,000 apps avail-
able in Google Play Store and show that approximately
2.7% of them are potentially spam apps (Section 6).

To the best of our knowledge, this is the first work to de-
velop an early detection framework for identifying spam mo-
bile apps and to demonstrate its e�cacy using real world
datasets. Our work complements prior research on detect-
ing apps seeking over-permissions or apps containing mal-
ware [59, 22, 8, 45, 21].

2. RELATED WORK
In this section, we discuss related work in spam detec-

tion for web pages, SMS, and emails, and the detection of
malware apps and over-privileged apps.

Web spam refers to the publication of web pages that are
specifically designed to influence search engine results. Us-
ing a set of manually classified samples of web pages ob-
tained from “MSN Search”, Ntoulas et al. [41] characterise
the web page features that can be used to classify a web
page as spam or not. The features include top-level domain,
language of the web page, number of words in the web page,
and number of words in the page title etc.

Fetterly et al. [17] characterise the features that can po-
tentially be used to identify web spam through statistical
analysis. The authors analyse features such as URL proper-
ties, host name resolutions, and linkage properties and find
that outliers within each of the properties considered are
spam. Gyöngyi et al. [23] propose the use of the link struc-
ture in a limited set of manually identified non-spam web
pages to iteratively find spam and non-spam web pages, and
show that a significant fraction of the web spam can be fil-
tered using only a seed set of less than 200 sites. Krishnan
et al. [36] use a similar approach. Erdélyi et al. [15] show
that a computationally inexpensive feature subset, such as
the number of words in a page and the average word length,
is su�cient to detect web spam.

Detection of email spam has received considerable atten-
tion [7]. Various content related features of mail messages
such as email header, text in the email body, and graphi-
cal elements have been used together with machine learning
techniques, such as naive Bayesian [44, 50, 38], support vec-
tor machines [14, 4, 51], and k nearest neighbour [3]. Non-
content related features such as SMTP path [37] and user’s
social network [43, 11] has also been used in spam email
detection.
Spam has also been studied in the context of SMS [20,

12], product reviews [34, 33, 10], blog comments [39], and so-
cial media [57, 6]. Cormack et al. [12] show that due to the
limited size of SMS messages, bag of words or word bigram
based spam classifiers do not perform well, and their per-
formance can be improved by expanding the set of features
to include orthogonal sparse word bigrams, and character
bigrams and trigrams. Jindal et al. [34] identify spam prod-
uct reviews using review centric features such as the num-
ber of feedback reports, textual features of the reviews, and

product centric features such as price, sales rank as well as
reviewer-centric features such as the average rating given by
the reviewer. Wang et al. [57] study detection of spammers
in Twitter.
More recently, Malware mobile apps, over-privileged apps

(i.e., apps with over-permissions), and similar apps (i.e.,
clones: similar apps by di↵erent developers and rebrand-
ing: similar apps by the same developer) have received at-
tention [59, 22, 8, 45, 21, 56, 13]. Zhou et al. [59] pro-
pose DroidRanger, which uses permission-based behavioural
fingerprinting to detect new samples of known Android mal-
ware families and heuristics-based filtering to identify in-
herent behaviours of unknown malware families. Gorla et
al. [21] regroup app descriptions using a Latent Dirichlet Al-
location and k-means clustering to identify apps that have
unexpected API usage characteristics. Viennot et.al [56]
clustered apps based on the Jaccard Similarity of app re-
sources such as images and layout XMLs, to identify similar
apps and used developer information such as the name and
the certificate included in the app to di↵erentiate clones from
rebranding. Crussell et al. [13] clustered apps according to
the code level similarity features to identify similar apps.

3. METHODOLOGY

3.1 Dataset
We use apps collected in a previous study [53], as a seed

for collecting a new dataset. This initial seed contained
94,782 apps and was curated from the lists of apps obtained
from approximately 10,000 smartphone users. The user base
consisted of volunteers, Amazon mechanical turk users, and
users who published their lists of apps in social app discovery
sites such as Appbrain1. We crawled each app’s Google Play
Store page through a Java client that uses jsoup2 HTML
parser to discover: i) functionally similar apps; ii) other
apps by the same developer. Then we collected metadata
such as app name, app description, and app category for all
the apps we discovered including the seed set. We discarded
the apps with a non-English description using the language
detection API, “Detect Language” [1]. We refer to this final
set as the Observed Set - O.
After identifying the Observed Set apps, we revisited

Google Play Store to check the availability of each app. The
subset of apps that were unavailable at the time of this sec-
ond crawl is referred to as Crawl 1 - C

1

. This process
was repeated two times, Crawl 2 - C

2

and Crawl 3 - C
3

with at least one month gap between two consecutive crawls.
Figure 1 illustrates data collection process and Table 1 sum-
marises the datasets in use.

Initial 
Seed 

Observed 
Set 

App discovery 

~2 weeks 4 weeks ~2 weeks 

Crawl 1 

4 weeks ~2 weeks 

Crawl 2 

4 weeks ~2 weeks 

Crawl 3 

Crawl 1 Crawl 2 Crawl 3 

Dec’13 – May’14 

Figure 1: Chronology of the data collection

1www.appbrain.com
2www.jsoup.org

Table 1: Summary of the dataset

Set Number of apps

Observed set (O) 232,906
Crawl 1 (C1) 6,566
Crawl 2 (C2) 9,184
Crawl 3 (C3) 18,897

We identify temporary versus long-term removal of apps
by re-checking the status of apps deemed to have been
removed during an earlier crawl. For instance, all apps
in Crawl 1 were checked again during Crawl 2. We
found that only 85 (⇠0.13%) apps identified as removed in
Crawl 1 reappeared in Crawl 2. Similarly, only 153 apps
(⇠0.02%) identified as removed in Crawl 2 reappeared in
Crawl 3. These apps were not included in our analysis.

3.2 App Labelling Process
For a subset of the removed apps in our dataset, our goal

was to manually identify the reasons behind their removal.
We identified factors that lead to removal of apps from the

market place by consulting numerous market reports [47,
25] as well as by examining the policies of the major app
markets [31, 29, 27, 28, 30, 24]. We identified nine key
reasons, which are summarised in Table 2. For each of
these reasons, we formulated a set of heuristic checkpoints
that can be used to manually label whether or not an app
is likely to be removed. Owing to space limitations we do
not provide the heuristic checkpoints for removed reasons
except for spam. Full list of checkpoints for each reason can
be found in our technical report [52]. Section 4 delves into
the checkpoints developed for identifying spam apps.

Table 2: Key reasons for removal of apps

Reason Description

Spam These apps often have characteristics such as un-
related description, keyword misuse, and multiple
instances of the same app. Section 4 presents de-
tails on spam app characteristics.

Uno�cial
content

Apps that provide uno�cial interfaces to popular
websites or services (E.g., an app providing an in-
terface to a popular online shopping site without
any o�cial a�liation).

Copyrighted
content

Apps illegally distributing copyrighted content.

Adult
content

Apps with explicit sexual content.

Problematic
content

Apps with illegal or problematic content.
E.g., Hate speech and drug related.

Android
counterfeit

Apps pretending to be another popular app in the
Google Play Store.

Other
counterfeit

A counterfeit app, for which the original app
comes from a di↵erent source than Google Play
Store (E.g., Apple App Store)

Developer
deleted

Apps that were removed by the developer.

Developer
banned

Developer’s other apps were removed due to vari-
ous reasons and Google decides to ban the devel-
oper. Thus all of his apps get removed.

From Crawl 1, we took a random sample of 1500 apps
and asked three independent reviewers to identify the high-
est likely reason behind the removal of each app using the
heuristic checkpoints that we developed as a guideline. A
reviewer’s selection of a reason for app removal is subjective
and it is based upon their judgement on the level of satis-
faction of one or more checkpoints. If a reviewer could not
conclusively determine the reasons behind a removal, she
labelled those apps as unknown.

Table 3: Reviewer agreement in labelling reason for removal

Reason

3

reviewers

agreed

2

reviewers

agreed

Total

Percent.

(%)

Spam 292 259 551 36.73%
Uno�cial content 65 127 192 12.80%
Developer deleted 68 56 124 8.27%
Android counterfeit 27 61 88 5.87%
Developer banned 24 54 78 5.20%
Copyrighted content 2 34 36 2.40%
Other counterfeit 11 23 34 2.27%
Adult content 8 4 12 0.80%
Problematic content 3 4 7 0.47%
Unknown 101 127 228 15.20%
Sub total 601 749 1350 90.00%
Reviewer disagree-
ment

NA NA 150 10.00%

Total Labelled NA NA 1500 100.00%

The reviewers were Android app developers and worked
full time for 1.5 months at NICTA for this task. The manual
labelling processing took approximately 20 working days (7
hours per day).

3.3 Agreement Among the Reviewers
We used majority voting to merge the results of the ex-

perts assessment, to arrive at the reason behind the app
removal in our labelled dataset (L). We decided not to
crowdsource the labelling task to avoid issues with training
and expertise.
Table 3 summarises reviewer agreement. For approxi-

mately 40% (601 out of 1500) of labelled apps, the three
reviewers reached a consensus on the reason for removal and
for 90% (1350 out of 1500) of the apps majority of the re-
viewers agreed on the same reason. For the remaining 10%
of apps, reviewers disagreed about the reasons.
Table 3 also shows the composition of labelled dataset (L)

after majority voting-based label merging. We observe that
spam is the main reason for app removal, accounting for
approximately 37% of the removals, followed by uno�cial
content accounting for approximately 13% of the removals.
Around 15% of the apps were labelled as unknown.
Figure 2 shows the conditional probability of the third re-

viewer’s reasoning, given that the other two reviewers are in
agreement. There is over 50% probability of the third re-
viewer’s judgement of an app being spam, when two review-
ers already judged the app to be spam. Other reasons show-
ing such high probability are developer deleted and adult
content apps.
Our analysis through the manual labelling process shows

that the main reason behind app removal is them being spam
apps. Furthermore, the reviewer agreement was high (more
than 50%) when manually labelling spam apps indicating
spam apps stand out clearly when looking at removed apps.
We release our labelled dataset to the research commu-

nity [2] to stem further research in spam app detection.

4. MANUAL LABELLING OF SPAM APPS
This section introduces our heuristic checkpoints, which

are used to manually label the spam apps. We also provide
a characterisation of the reviewer agreement related to nine
manual spam checkpoints and show that checkpoints are un-
ambiguous and suitable for manual labelling. Section 5 maps
the defined checkpoints into automated features.
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Table 1: Summary of the dataset

Set Number of apps

Observed set (O) 232,906
Crawl 1 (C1) 6,566
Crawl 2 (C2) 9,184
Crawl 3 (C3) 18,897

We identify temporary versus long-term removal of apps
by re-checking the status of apps deemed to have been
removed during an earlier crawl. For instance, all apps
in Crawl 1 were checked again during Crawl 2. We
found that only 85 (⇠0.13%) apps identified as removed in
Crawl 1 reappeared in Crawl 2. Similarly, only 153 apps
(⇠0.02%) identified as removed in Crawl 2 reappeared in
Crawl 3. These apps were not included in our analysis.

3.2 App Labelling Process
For a subset of the removed apps in our dataset, our goal

was to manually identify the reasons behind their removal.
We identified factors that lead to removal of apps from the

market place by consulting numerous market reports [47,
25] as well as by examining the policies of the major app
markets [31, 29, 27, 28, 30, 24]. We identified nine key
reasons, which are summarised in Table 2. For each of
these reasons, we formulated a set of heuristic checkpoints
that can be used to manually label whether or not an app
is likely to be removed. Owing to space limitations we do
not provide the heuristic checkpoints for removed reasons
except for spam. Full list of checkpoints for each reason can
be found in our technical report [52]. Section 4 delves into
the checkpoints developed for identifying spam apps.

Table 2: Key reasons for removal of apps

Reason Description

Spam These apps often have characteristics such as un-
related description, keyword misuse, and multiple
instances of the same app. Section 4 presents de-
tails on spam app characteristics.

Uno�cial
content

Apps that provide uno�cial interfaces to popular
websites or services (E.g., an app providing an in-
terface to a popular online shopping site without
any o�cial a�liation).

Copyrighted
content

Apps illegally distributing copyrighted content.

Adult
content

Apps with explicit sexual content.

Problematic
content

Apps with illegal or problematic content.
E.g., Hate speech and drug related.

Android
counterfeit

Apps pretending to be another popular app in the
Google Play Store.

Other
counterfeit

A counterfeit app, for which the original app
comes from a di↵erent source than Google Play
Store (E.g., Apple App Store)

Developer
deleted

Apps that were removed by the developer.

Developer
banned

Developer’s other apps were removed due to vari-
ous reasons and Google decides to ban the devel-
oper. Thus all of his apps get removed.

From Crawl 1, we took a random sample of 1500 apps
and asked three independent reviewers to identify the high-
est likely reason behind the removal of each app using the
heuristic checkpoints that we developed as a guideline. A
reviewer’s selection of a reason for app removal is subjective
and it is based upon their judgement on the level of satis-
faction of one or more checkpoints. If a reviewer could not
conclusively determine the reasons behind a removal, she
labelled those apps as unknown.

Table 3: Reviewer agreement in labelling reason for removal

Reason

3

reviewers

agreed

2

reviewers

agreed

Total

Percent.

(%)

Spam 292 259 551 36.73%
Uno�cial content 65 127 192 12.80%
Developer deleted 68 56 124 8.27%
Android counterfeit 27 61 88 5.87%
Developer banned 24 54 78 5.20%
Copyrighted content 2 34 36 2.40%
Other counterfeit 11 23 34 2.27%
Adult content 8 4 12 0.80%
Problematic content 3 4 7 0.47%
Unknown 101 127 228 15.20%
Sub total 601 749 1350 90.00%
Reviewer disagree-
ment

NA NA 150 10.00%

Total Labelled NA NA 1500 100.00%

The reviewers were Android app developers and worked
full time for 1.5 months at NICTA for this task. The manual
labelling processing took approximately 20 working days (7
hours per day).

3.3 Agreement Among the Reviewers
We used majority voting to merge the results of the ex-

perts assessment, to arrive at the reason behind the app
removal in our labelled dataset (L). We decided not to
crowdsource the labelling task to avoid issues with training
and expertise.
Table 3 summarises reviewer agreement. For approxi-

mately 40% (601 out of 1500) of labelled apps, the three
reviewers reached a consensus on the reason for removal and
for 90% (1350 out of 1500) of the apps majority of the re-
viewers agreed on the same reason. For the remaining 10%
of apps, reviewers disagreed about the reasons.
Table 3 also shows the composition of labelled dataset (L)

after majority voting-based label merging. We observe that
spam is the main reason for app removal, accounting for
approximately 37% of the removals, followed by uno�cial
content accounting for approximately 13% of the removals.
Around 15% of the apps were labelled as unknown.
Figure 2 shows the conditional probability of the third re-

viewer’s reasoning, given that the other two reviewers are in
agreement. There is over 50% probability of the third re-
viewer’s judgement of an app being spam, when two review-
ers already judged the app to be spam. Other reasons show-
ing such high probability are developer deleted and adult
content apps.
Our analysis through the manual labelling process shows

that the main reason behind app removal is them being spam
apps. Furthermore, the reviewer agreement was high (more
than 50%) when manually labelling spam apps indicating
spam apps stand out clearly when looking at removed apps.
We release our labelled dataset to the research commu-

nity [2] to stem further research in spam app detection.

4. MANUAL LABELLING OF SPAM APPS
This section introduces our heuristic checkpoints, which

are used to manually label the spam apps. We also provide
a characterisation of the reviewer agreement related to nine
manual spam checkpoints and show that checkpoints are un-
ambiguous and suitable for manual labelling. Section 5 maps
the defined checkpoints into automated features.
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S. Seneviratne, A. Seneviratne, M.A. Kaafar, A. Mahanti, P. Mohapatra. “Early 
Detection of Spam Mobile Apps”. To appear in ACM WWW’15. 

•  Aggressive classifier 
–  ~70% of the removed apps and 55% of the other apps to 

be spam 
•  conservative classifier 

–  6% to12% of the removed apps 2.7% of the other apps a 
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•  With personal information collected from the 
sensors, and use of mobile devices its obvious 
that more protection is needed 

•  We believe that this is bets done with the user in 
the centre of the decision making process 

•  Eneregy “Star Rating” scheme for electrical good 
•  Privmetrics provides a framework for developing 

such a rating system which can be extended to 
provide other services as well 
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